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1.  INTRODUCTION

This discussion of Polar, Wind and Geotail ground system concepts is an informal response to a request for concepts to reduce longterm operations costs to the absolute minimum possible. This request and associated requirements definition was issued by the Polar project scientists (R. Hoffman and B. Giles) in September 2001 in response to new NASA budget directions issued to operating SEC missions following the SEC 2001 Senior Review.

The concepts and suggestions herein are not intended as criticism of the original ISTP ground system nor its current operation. ISTP has been a great success as a coordinated program building on the original ground system design. But what were the ISTP missions are now operating in a new decade as extended missions with reduced scope and requirements under very severe overall NASA SEC budget constraints, with new ground system engineering concepts and technologies not yet even defined at the time of the original ground system design effort in the late 1980s. 

The existing spacecraft and ground system investment combined with very limited resources for re-engineering and associated testing/re-validation constrain our design. Nonetheless, there are sensible key changes within these constraints that will lead to reduced operational staffing and operational costs by 2003 and following.

1. CONCEPTS SUMMARY

Unfortunately, the Polar, Wind and Geotail missions pre-exist the CCSDS standards for telemetry and command protocols. This makes it impossible for more recent GSFC command and control systems to be effectively applied to these missions.

RECOMMENDATION: We believe that wholesale replacement of the systems constituting the Mission Operations Center (MOC) with other GSFC systems would not be cost-effective, and would be high risk.

RECOMMENDATION: Based on analysis of the existing systems, and interviews with Operations personnel, the Central Data Handling Facility (CDHF) is the only system where significant savings can be achieved by re-engineering.

The ISTP ground system was developed in an era of ‘facility-oriented’ designs, where various ground system requirements were met in multiple facilities, each with its own pre-existing environment, development methodology, and staff expertise. 

RECOMMENDATION: While some progress has been made in recent years to consolidate these functions, this process must be accelerated. Consolidation of most of these systems/functions into the MOC at Goddard is the primary thrust of this concept definition.

Control of staffing levels and assignment of staff by knowledgeable Government staff is critical to successful consolidation of functions and subsequent overall staffing level reductions necessary to meet the Polar, Wind, Geotail budget constraints.

RECOMMENDATION: Most Polar, Wind, Geotail ground system work should be conducted under Government-directed task orders of an appropriate contract rather than the current CSOC Completion Form / Project Service Level Agreement (PSLA). 

Use of Indefinite Duration Indefinite Quantity (IDIQ) task order contract vehicle has been successfully used for operating other missions at low cost and is preferable over the current CSOC Completion-Form contract. We want the quickest, least painful vehicle for directing this redesign and combined operations. Possibilities for converting to a task order contract include:

· Create a new IDIQ contract. For reference, the MIDEX IDIQ operations contract was written and accepted in 6 weeks, using a JOFOC, with a basic task overhead of $25K.  We do not know if this is feasible or on what time scale for Polar, Wind, Geotail.

· Modify the MIDEX IDIQ contract. If there are no contracting complications or issues, modification might be possible in as little as 2 months.  This approach is only feasible to the extent it creates no risk to any ongoing IMAGE and MAP support however.

· Convert ground system operations to a CSOC SODA task. Once allowed by SOMO/CSOC, conversion might be possible in as little as two months. CSOC overheads for task order tasks are a potential issue.

We estimate a total re-engineering cost of $632K over ~6 months without contingencies. We believe this design will allow Polar, Wind and Geotail operations at a yearly cost of ~$2.0-2.5M without contingencies, the lower value depending primarily on whether Polar can be operated on 1 shift.  See section 12 and Attachment G for more explanation and a detailed spreadsheet.

2. ASSUMPTIONS AND CONDITIONS

· Transfer of the ground system work (except that of FDF) to a Government-direct task order contract vehicle will be allowed and quickly approved.

· All existing equipment and software can be transferred to support an IDIQ contract or CSOC SODA task without added cost.

· In the case of continuing under CSOC, we assume that costs previously designated as CSOC ‘sustaining engineering’ will be moved to a separate Code-S funded multi-mission UPN, and that projects will be charged only when doing specific Project work. This primarily applies to using the existing CSOC performance-based vehicle.

· Because transition timing is critical to costing but impossible to pre-determine, we do not show any costs associated with continuing operations of the existing ground system or elements thereof during the transition. We assume all transitions can be accomplished within FY2002, so costs are only shown for re-engineering (FY2002) and yearly operations (FY2003 and beyond).

· All FTE and $ estimates represent our best estimate of most likely costs and no contingency. Where we believe there are substantial uncertainties, we attempt to discuss the cost implications of those uncertainties directly. Generally speaking, we need to recognize that this class of cost-cutting consolidations and re-engineering can easily be undone by small details and is not sure thing until the work is completed.

· Assumes all redevelopment occurs in parallel once approved and tasks start.

3. SYSTEM FUNCTIONAL OVERVIEW AND Polar REQUIREMENTS TRACEABILITY

The Polar, Wind and Geotail ground system now consists of the functional elements, with section numbers of this document in front:

· (4) Mission Operations Center Function (MOC)

· (5) Flight Dynamics Support Function (FDF)

· (6) Level Zero Processing Function (LZP)

· (7) Command Management Function (CMS)

· (8) Near-Real-Time Data Functions (NRT)

· (9) KP Generation Function (KPGS)

· (10) Data Distribution Function (DD)

· (11) Science Planning Function (SP)

· PI Facilities (PIs) [not covered]

· SSDOO facilities and services (SSDOO) [ongoing archive, CDAWeb, possible DD support, already non-PWG data flows redirected to CDAWeb]

· Multimission Coordinated Science (MCS) [not covered] [Project Office and PIs only now]

A traceability matrix to the Polar Ground System Final Requirements document is shown in Attachment A.

MISSION OPERATIONS CENTER (MOC) FUNCTION

Description:
The Polar / Wind Mission Operations Center is the sole location for command and telemetry communication with these spacecraft. It sits on the closed Mission Operations Network (MODNET). Context diagram is provided in attachment B. MOC continues existing functions, plus adding oversight of LZP and NRT.

Assumptions:
Our most optimistic operations cost estimate assumes Polar can be automated to allow 1 shift 8x5 operations. However, automation of Polar passes may prove impossible because of fluctuations in signal strength caused by a ‘bug’ in the Polar transponder, by periodic weakness in signal strength due to the spacecraft aspect angle, and because Polar downlinks science data on direct carrier simultaneous with housekeeping data on subcarrier. Project should push for 8x5 operations but budget for 24x7 operations to start. 

Recommendation:
Convert FOT to task order under ID/IQ contract to allow Government direction with respect to staffing levels.

The Polar & Wind Flight Operations Team (FOT) should work toward nominal ‘Pass’ automation in order to enable 8x5 operations (in the works for Wind testing). 

The FOT should perform routine operations of CMS systems, NRT oversight, and Level-0 processing. KPGS might be colocated in MOC but requires separate staffing.

Convert spacecraft engineers to flexible incremental support status to support special commanding and handling of anomalies. 

Restructure and retrain FOT to do more routine command load reviews and take more responsibility for flagging and handling problems.

Justification:
Polar TPOCC database includes approximately 2500 measurands and 834 configured STOL procs, most of which are for various contingency operations. Since a simulator of adequate fidelity to test changes to these contingency procs does not exist, replacement of TPOCC with any another system constitutes an unwarranted risk.

FOT spends roughly one 3 hour and three 1 hour passes/day for Polar and one 3.5 hour pass/day for Wind or 9 hours/day normally and considerably more time during spacecraft adjustments, calibrations, maneuvers, and emergencies. The remaining non-critical time can productively be used for CMS and trend analysis and monitoring LZP and all NRT production, if these processes are sufficiently automated. Automating the passes themselves, as planned for Wind and later for Polar if possible, will allow reduction to 1 shift. Polar has an unstable transponder and currently requires nursing each pass.


Currently only a single operator is experienced with CMS. This constitutes an unacceptable risk. All operators should be cross trained to minimize single-point failures in personnel.


Under an IDIQ contract, the FOT Lead would interact directly only with the NASA Mission Director on a day-to-day basis, maximizing his time for system automation and FOT cross-training activities. 

	Re-Engineering Effort/Costs:
	Further automation and training/documentation of added duties (CMS, NRT, LZP)

	Longterm Opns Effort/costs:
	Minimum staffing: 1 Lead, 1 Ground System Engineer, 1 DSN Scheduler, some fraction of Polar, Wind, Instrument Engineers (3 * ($20k retainer + 600 @ $80/hr)), plus (4 shifts * 2 operators for 24x7 coverage) or (1 shift * 2 operators for 8x5 coverage), 0.2 FTE management, $12k/person MPS taxes. 

The uncertainty in the minimum may require adding 2 FOT trainees and continuing engineers full time.

	Re-engineering Schedule:
	Transition, automation, cross-training, downstaffing will take roughly 6 months, once approved and task starts.


Equipment:
Keep current equipment; move equipment for other functions to the MOC.

Risks:
Automation of Polar passes may prove impossible.


Possible increase of FOT turnover due to increased workload and aggressive work atmosphere.


Possible loss of key personnel, especially the LMMS engineers.

FLIGHT DYNAMICS SUPPORT FUNCTION (FDF)

Description:
Orbit and Attitude determination, maneuver support and products. Context diagram provided in Attachment C.

Assumptions:
Recommendation assumes the cost data from CSOC is accurate, and that ‘sustaining engineering’ costs will move to a multi-mission UPN, not directly funded by Polar, Wind, and Geotail Projects.

Recommendation:
No changes; leave this work under CSOC and in the present FDF.

Justification:
Except for the ‘sustaining engineering’ costs, the direct mission cost to the missions for FDF support is in-line with the costs that could be achieved under IDIQ. The systems and staff continue to provide necessary and reliable mission support in the integrated operations team. Changes would incur additional risk without commensurate savings.

	Re-Engineering Effort/Costs:
	None



	Longterm Opns Effort/costs:
	No change in current staffing from CSOC estimate.

	Re-engineering Schedule:
	N/A


Equipment:
Continue with existing equipment (shared with other projects).

Risks:
Future increases in CSOC manpower assessments and overhead levels possible.

LEVEL-0 PROCESSING FUNCTION (LZP)

Description:
LZP Context diagram is provided in Attachment D. Continues LZP and Sirius generation; QuickLook only on special request.

Assumptions:

None. May drop back to only processing full science major frames.

Recommendation:
Integrate the operation of the LZP system into the MOC, but make no major reengineering changes. Reduce proactive QA, leaving PIs to identify problems. At our suggested MOC staffing level, the 2.25 FTEs that staff this system are absorbed in our suggested FOT staffing.

Justification:
The LZP system was already re-engineered once, in 1997, at significant cost, resulting in significantly decreased operations staff. No improved ‘generic’ system exists at GSFC that could make the same instrument specific Level-0 files without extensive effort and testing. Oracle dependency not easily removed.

Interviews with the LZP operations staff indicate that there are currently no outstanding Discrepancy Reports (DR) on the system, and that it is very reliable. Most operator time appears to be confirmation of successful operations (data receipt, processing and delivery).

Increasing automation and changing to reactive error-handling only should reduce effort to 0.5-1.0 FTE from current 2.25, suitable for FOT handling on a non-critical basis.

	Re-Engineering Effort/Costs:
	Approximately 3 staff months to enhance the automation of the LZP operations and error detection, in order to reduce the workload on the FOT. Development under same ID/IQ contract as the revised operations staffing.

	Longterm Opns Effort/costs:
	0 FTEs (operations fully integrated to the MOC and FOT). 

	Re-engineering Schedule:
	3 months for improving automation.

Immediately begin cross-training FOT.


Equipment:
Continue with existing equipment; but consider upgrade to improve performance and reliability.

Risks:
Minimal. 

Primary risk is putting additional workload on the FOT. This can be mitigated with a small software effort to increase automation and error detection within this system, and the ‘downstream’ science data processing system.

Minor secondary risk is the additional time required to recover from any errors given a limited 8x5 FOT shift. JPL holds telemetry data at their Central Data Recorder for 30 days, so permanent data loss is not at risk.

COMMAND MANAGEMENT FUNCTION (CMS)

Description:
The Command Management System (CMS) provides the critical capability of generating stored command loads for the missions and the desirable capability of generating the ‘integrated’ daily operations schedule. Context diagram is in Attachment E. Inputs to CMS come from PIs, despun platform planner, FDF, DSN, and engineers.

Assumptions:

None

Recommendation:
The existing CMS should be ported to a modern platform ASAP, in order to address NPG.2810 security issues and prevent critical failure on old equipment. The resulting CMS can then be operated by the FOT within our proposed staffing. 

Justification:
While the system may be dated and documentation lacking, nominal operation of the system is simple and easily within the capacities of the FOT. All FOT should be cross-trained on its use. Current staff is 1 person; a redesigned system should require much less, perhaps 0.1-0.2 FTE and suitable for FOT handling within our proposed staffing.

A Honeywell team has proposed a 15 staff month effort to port CMS to Windows on a PC using Microsoft Visual C++. The team has performed similar ports multiple times. They estimate 80% of the CMS software can be directly reused, and that the simple GUI can be reproduced in 2 days. We find this estimate believable and recommend this approach.

	Re-Engineering Effort/Costs:
	15 staff months

	Longterm Opns Effort/costs:
	0

	Re-engineering Schedule:
	5 months, including 1 month simultaneous operations with current system.


Equipment:
2 new PCs $10k

Risks:
The security and sustainability of the existing system is in itself a risk that should be addressed as soon as possible. The fact that only a single FOT team member knows how to use the system is another serious risk.


Port of VMS software to Windows may not go smoothly; possible redevelopment of critical functions in Perl is possible.

NEAR REAL TIME FUNCTIONS (NRT)

Description:
Provide near-realtime conversion of telemetry from NASCOM for Polar, Wind and Geotail to the PIs and NRT KP generation for Wind. This process is currently performed by the CDHF; see context diagram in Attachment F. 

Assumptions:

No passwords on NRT streams.

Recommendation:
The NRT system for stream #1 (see below, 2 VAXes and 1 Alpha) should be relocated from the CDHF B23 to the MOC, where it can be monitored by the FOT. No re-engineering is required, but a port from VAX to Alpha VMS might reduce 3 servers to 1 and improve reliability.

Justification:
The current NRT setup is fairly reliable and only occasionally needs restarting processes, easily handled by the FOT. The GSE system (stream #2) is already in the MOC and handled by the FOT.

	Re-Engineering Effort/Costs:
	2 weeks to move, change IP addresses and test. 

	Longterm Opns Effort/costs:
	Some VMS support and small amount of monitoring by FOT.

	Re-engineering Schedule:
	2 weeks


Equipment:
Use all existing equipment (including old PCs).

Risks:
NRT offline for 1 week.

[NRT  Background:  There are three NASCOM telemetry streams currently used; the first 2 are NRT and the first serves as backup for the third:

1. Realtime NASCOM data stream to all 4 IRTS (ISTP Realtime System) Sun workstations,  forwarded via socket pipes to TPOCC (housekeeping) and ISTP3,4 and on to PIs for stripping their data and viewing in NRT. Wind NRT used to make NRT KPs and sent to SP for plotting.

2. Separately, realtime NASCOM stream to 2 PTPs PSE that strip NASCOM header and forward to 2 DOS-based PCs (GGS PSE) for serial stream to 3 IGSE systems in the MOC. Each IGSE strips its own data. IGSE are UVI and VIS (PCs) and CAMMICE/CEPPAD (Mac and unique box) with modem dialup connections. VIS regularly checks commands in realtime. This provides a backup to stream #1, either for reliability  or due to Aerospace Corp. firewall rule that prevent socket connection to CDHF.

3. JPL to LZP via NASCOM and FTP . LZP processes to Level-0 as QuickLook and daily L0 files. See section 6.  ]

 KP Generation Function (KPGS)

Description:
Process Level-0 files, FDF OA and spin phase files, NOAA solar indices for Polar, Wind and Geotail into science data products and ancillary data products. This process is currently performed by the CDHF; see context diagram in Attachment F.

Assumptions:
Loosen requirements on version numbering and processing history.
Delay in response time to problems acceptable as a cost-cutting measure.
PI’s responsible for QA, and notify operators via email in the event of any problems. 
Drop extensive logging and reporting
No tracking differences between FDF and CDHF DPA files
Very limited I&T, software maintenance, sys admin, documentation, management, reporting
No user interfaces; FTP and basic static web pages only

Recommendation:
The CDHF requirements should be redefined (as above) and the system re-engineered according to those new requirements. It is suggested that the re-engineering effort be done under the IDIQ contract by an integrated team of civil servants and contractors.

Change the ICSS utility routines called by the KPGS software and other functions to use parameter files and data flow directories, rather than maintaining an Oracle database.


A combination of IDL and/or Perl scripts will automate the receipt and processing of all Polar, Wind and Geotail science and ancillary data products. Operator input will not be required for nominal operation of the ‘pipeline’.


KPGS and DD functions to be performed in SSDOO. Alternative is to add extra person in the MOC to perform routine oversight of KPGS and DD.

Justification:
Removing many current requirements, particularly proactive QA, allows for a much reduced system. Operations currently require manual job start and monitoring. Oracle database requires manual updates and database administration.

	Re-Engineering Effort/Costs:
	2 FTE plus new equipment

$120K for software development, including system setup, ICSS software library modifications and science data ‘pipeline’ scripting. 

	Longterm Opns Effort/costs:
	1 FTE

	Re-engineering Schedule:
	3 months for ICSS modification, 2.5 people at 5 months for automation, over 8 months total.


Equipment:
Use single VMS Alphaserver, perhaps purchasing a new system for parallel development and lower maintenance and better reliability. Alternatively, software development can occur on existing development system and moved to existing production server or to SSDOO Alpha 2100 (NDADSC) being freed up.


$26k
Alpha DS20 server (two 833MHz EV68 CPUs, 1 GB RAM, two 36GB disks, 3 year warranty, Fortran and C, 8 user)

Risks:
Complexity and schedule of development could be underestimated. Automation could be overestimated and operations might require more staff.


Reengineering out the Oracle database and automating the entire process could be more difficult and time consuming than expected.
Data Distribution Function (DD) (DVD Generation, FTP/web site)

Description:
Provide public data access services for Polar, Wind and Geotail science data products and ancillary data products. This process is currently performed by the CDHF; see context diagram in Attachment F.

Assumptions:
No proprietary data, all data is public.
Old user-interfaces go away, replaced by a simple anonymous FTP site.
Data providers push data to FTP server and PI’s pull data.
PI’s responsible for QA, and notify operators via email in the event of any problems.
Instrument-specific CD-ROMs replaced by Mission-Specific DVDs, resulting in fewer versions of fewer disks.

Recommendation:
The CDHF requirements should be redefined and the system re-engineered according to those new requirements. It is suggested that the re-engineering effort be done under the IDIQ contract by an integrated team of civil servants and contractors.

Move all output data access to a new FTP server attached to 4 TB RAID array with no proprietary access. One time transfer of all LZ and KP files from the existing CDHF to new FTP server, compressing Level-0 files (tests show 5:1 on many files). Setup scripts to copy new data from FTP server to network DVD writer and create DVDs for all data on all missions monthly or as fills up, with automatic printing. CDAWeb and PIs will pull data as needed. ISTP static web pages moved to the FTP server from istp-spof, www-istp, www-spof, and maybe ggsfot. 


KPGS and DD functions to be performed in SSDOO in B28 to take advantage of existing NSSDC operations staff. Alternative is to add extra person in the MOC to perform routine oversight of KPGS and DD.

Justification:
Removing many current requirements, particularly proactive QA, allows for a much reduced system. Many interfaces for current data access can be reduced to simple FTP access and monthly DVD mailings.

	Re-Engineering Effort/Costs:
	Change KPGS, LZP, FDF, and MOC flows direct to FTP server 0.1 FTE
Consolidate web pages 0.1 FTE
Setup DVD data flow 0.2 FTE
Move all existing data files to FTP server 0.2 FTE
Totals 0.6 FTE

	Longterm Opns Effort/costs:
	Monitor data flows, handle DVDs and mailing: 0.5 FTE  

DVDs, supplies and mailing $5-25k

	Re-engineering Schedule:
	Follows KPGS automation plus 1 month.


Equipment:
$10k
two network DVD burner/duplicator/printer units, hang off FTP server or network drive
$32k
4 TB RAID array (only need 2 TB for compressed files)
$5k
PC for FTP/web server, running OpenBSD or Linux
$10k
backup Ultrium tapes and SyncSort license
$22k
22 slot tape library and SyncSort software for backups (not required if put in B28)

Risks:
Possible hidden requirement for non-FTP access.


Recipients must actively acquire data rather than have it pushed. Data providers must push via FTP to new location.


PIs must get DVD readers and adapt software for possible new directory layout and use of long file names.
Science planning (SP)

Description:
Generate predictive orbit plots and Polar despun platform pointing plans; currently handles email submission of PI commanding requests.

Assumptions:



Recommendation:
Continue computer support for these activities and web site. Migrate command submission to MOC using email.

Justification:
Effort too small to automate further.

	Re-Engineering Effort/Costs:
	None

	Longterm Opns Effort/costs:
	0.5 FTE of Scott Boardsen, including some science analysis time; through contract to Emergent

	Re-engineering Schedule:
	None


Equipment:
General computing and web site support

Risks:
None
Costs

The cost table in Attachment G includes a line for general management and a line for system administration (2-4 VMS, 1 Windows, 1 BSD/Linux, many Solaris, many HP computers).  All values are in dollars.

Key notes:

· We show CSOC estimated current costs for comparison at the top.   CSOC costs change frequently so this is our best attempt.

· The next two tables show two operating scenarios (both IDIQ), one 24x7 Polar operations and the second an 8x5 operations scenario if that can be achieved for Polar.  The last table shows re-engineering and transition costs for either IDIQ scenario above.

· The column “Functions” on the spreadsheet defines the mapping of the rows in the spreadsheet to the previous sections discussed by function. 

· Contingency funds have not been explicitly included in the spreadsheet

· MOC costs are divided among Polar, Wind, and Geotail as a 70/20/10 split.

Major cost savings are derived mainly from:

· Overall management under Government-directed task order to allow control of the operations staffing levels and consolidated assignments along with close monitoring of progress

· Re-engineering of CDHF combined with key simplifications to the user data distribution requirements 

ATTACHMENT A: REQUIREMENTS TRACEABILITY

Matrix functions identified or derivative from Polar Ground Systems Requirement document

	Polar GS Requirement
	ADDRESSED UNDER

	1.1Science Ops Planning: Event Identification
	Not covered

	1.2.1 Science Ops Planning: Predictive Orbit Information

· Basic orbit predict and attitude files for Polar, Wind and Geotail
	FDF

	Science Ops Planning: Predictive Orbit Information

-       Processing of basic files into current CDF baseline files
	KPGS

	1.2.3 Science Ops Planning: Predictive Orbit Information

· Generation of standard predictive orbit plots
	SP

	1.3 Science Ops Planning: Polar Despun Platform Pointing Planning
	SP

	1.4.1 Science Ops Planning: Submission of Commanding Seqs 

1. Receipt and transmission of commands via e-mail from PIs
	CMS

	1.4.2 Science Ops Planning: Submission of Commanding Seqs

2. Command ingest and validation
	CMS

	
	

	21 Flights Ops Planning: Prep of s/c and instrument commanding sequences
	CMS

	2.2 Flights Ops Planning: S/C Ranging information
	FDF

	2.3 Flights Ops Planning: DSN scheduling
	MOC/FTE @ JPL

	2.4 Flights Ops Planning: Special Operations Planning / Scheduling
	MOC and FDF

	2.5 Flights Ops Planning: Anomaly Analysis and Recommendations
	MOC

	2.6 Flights Ops Planning: Generation of s/c status reports
	MOC

	
	

	3.1 Flight Ops: DSN contacts with Polar and Wind s/c
	MOC, DSN

	3.2 Flight Ops: Real time flight operations
	MOC

	3.3 Flight Ops: s/c engineering, health, and safety
	MOC

	3.4 Flight Ops: payload engineering, health and safety
	MOC

	3.5 Flight Ops: maintenance of instrument GSEs
	MOC

	3.6 Flight Ops: continuation of NRT data stream
	NRT

	3.7 Flight Ops: continuation of quick look data products
	LZP and KPGS

	
	

	4.1 Data etc: Level Zero Processing
	LZP

	4.2 Data etc: S/C health and safety processing
	MOC

	4.3 Data etc: KP generation
	KPGS

	4.4 Data etc: Definitive orbit and attitude files (based now on predictive data)
	none

	4.5 Data etc: Ancillary data ingestion
	KPGS, CDAWeb

	4.6 Data etc: Data distribution
	DD, CDAWeb

	4.7 Data etc: Data archiving
	DD and NSSDC


ATTACHMENT B: MISSION OPERATIONS CENTER CONTEXT DIAGRAM

Polar TPOCC Database includes 2500 measurands and 834 STOL procs.

Wind TPOCC Database includes 2000 measurands and 830 STOL procs.


ATTACHMENT C: FLIGHT DYNAMICS CONTEXT DIAGRAM

· Monthly Definitive Orbit (+/- 10Km (3-sigma)) at 1 minute resolution in FDF-Ephem format, used internally in FDF for validation of 70-day predicts.

· Predicted 70-day Orbit (+/- 100Km (3-sigma)) at 1 minute resolution in FDF-Ephem format, provided monthly to KPGS, DD.

· Monthly Orbital Events File, includes eclipse times, apogee/perigee times, ascending/descending node times, sent to CMS.

· Quarterly Orbital Events File includes access times to all DSN stations and eclipse times, put on server for MOC and Science Planners.

· Monthly IIRVs to JPL for antennae pointing.

· Long Term Orbit Predict to JPL for long term planning.

· Weekly Definitive Attitude (single-point solution +/- .2 deg) in Polar AHF generated from r/t data from MOC. Used internally for generating weekly def. DSP AHF and sensor predicts.

· Weekly Definitive DSP Attitude (single-point solution +/- .2 deg) in Polar AHF, generated from r/t data from MOC, sent to KPGS, DD.

· 70-Day Predicted Attitude (+/- 1 deg) at daily resolution in Polar AHF, provided weekly. Includes gravity gradient, magnetic-dipole, solar-radiation pressure models and planned maneuvers. Sent to KPGS, DD.

· Monthly Sensor Predicts for Horizon, Sun and Antennae Aspect angle (+/- .2 deg) at 5-minute resolution to MOC via flat ASCII file.



ATTACHMENT D: LEVEL-0 PROCESSING CONTEXT DIAGRAM

Daily average number of files and volume FTPd from JPL: 
Polar, 10 files, 831MB









Wind, 2 files, 87MB









Geotail, 8 files, 450MB

Informal estimate of Operator efforts: Log Reviews=34%, Troubleshooting=34%, Processing=12%, Reporting=10%, Maintenance=10%

It takes approximately 1/3 of a day to LZP 1 days worth of data.



ATTACHMENT E: COMMAND MANAGEMENT SYSTEM CONTEXT DIAGRAM


 ATTACHMENT F: CENTRAL DATA HANDLING FACILITY
CDHF Currently handles 53 Polar products, 32 Wind products, 35 Geotail products.
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ATTACHMENT H: Acronyms
ACQSCAN


CDHF

Central Data Handling Facility

CSOC

Consolidated Space Operations Contract

DD

Data Distribution Function

DR

Discrepancy Report

DSN

Deep Space Network

FDF

Flight Dynamics Support Function

FOT

Flight Operations Team

FTE

Full Time Equivalent

GMAN
Generic Maneuver Utility

GTDS

Goddard Trajectory Determination System

ICSS

KPGS utility library

IDIQ

Indefinite Duration Indefinite Quantity contract

IGSE

Instrument Ground Support Equipment

IRTS

ISTP Real Time System

JOFOC
Justification of other than a full and open competition

KPGS

Key Parameter Generation Function

LZP

Level Zero Processing Function

MCS

Multimission Coordinated Science

MOC

Mission Operations Center Function

MODNET
Mission Operations Network (closed side)

MSASS
Multimission Single Axis Satellite System

NASCOM
NASA Communications

NRT

Near-Real-Time Data Functions

OA

Orbit Attitude

PI

Principal Investigator Facilities

PSE

Payload Support Equipment

PSLA

Project Service Level Agreement (CSOC completion form)

PTP

Programmable Telemetry Processor

RAID

Redundant array of independent disks

SEC

Sun-Earth Connections Program

SODA

CSOC task order

SOMO
Space Operations Mission Office


SP

Science Planning Function

STOL

System Test and Operations Language
TPOCC


UPN



CMS





Validation Reports





Weekly DSP Attitude & 70-day predict





Monthly Orbit Solution & 70-day predict





ACQSCAN





Maneuver Plans & Timelines





Sensor & Aspect Angle Predicts





Orbit Events Predicts





2-year Orbit Predicts





IIRV Pointing Data





Tlm Capture
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GMAN


[Matlab]





MSASS


[Matlab]





KPGS





DD





Geotail Ephems for s/c Time Estimation


As backup to ISAS TTCD files.





NRT H/K data





MOC





LZP





TRK-2-15a Tracking Data





FDF





JPL





Calibration Tables





KP’s & Hi-Res 


Products





All LZs & CDFs





NOAA solar indices
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NSSDC


CDAWeb





Command Histories


Ops schedule





NRT Data Stream
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PIs





Geotail TTCDs via email
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		ATTACHMENT G:  Code 630 Polar Ground System Re-Engineering Concept Estimates ($s)

		Our Understanding of Current CSOC Costs (for general information)

				POLAR		WIND		GEOTAIL		TOTALS		FUNCTIONS				NOTES

		Code S Sustaining Engineering		358,656		108,964		35,433		503,053		SysAdmin				Costs taken directly from CSOC FY02 Operations Plan provided by Ron Mahmot.

		Flight Dynamics		82,317		160,475		1,064		243,856		FDF				Currently reviewing if FDF Sustaining Engineering is being double-booked.

		Flight Operations		1,519,616		248,442		160,429		1,928,487		MOC,LZP,CMS				CSOC already planning on integrating LZP and CMS into the MOC

		H/W Maintenance Services		24,960		4,889		3,523		33,372

		Science Data Processing		1,071,146		232,082		214,229		1,517,457		CDHF, NRT				Not sure if this reflects the latest CSOC estimate.

		SSEO Customer Service Support		24,959		16,515		3,834		45,308		CSOC_Mgmt

		TOTAL		3,081,654		771,367		418,512		4,271,533

		Our Estimated Re-Engineered Operating Costs under IDIQ for Bare-Bones 24x7 (without contingencies)

				POLAR		WIND		GEOTAIL		TOTALS						Steady state budget after transition is complete, assuming POLAR drives 24x7 Ops.

		Code S Sustaining Engineering		157,500		45,000		22,500		225,000		SysAdmin				1.5 FTEs of Sys Admin with a 70/20/10 split

		Flight Dynamics		82,317		160,475		1,064		243,856		FDF				no change

		Flight Operations		1,177,680		336,480		168,240		1,682,400		MOC, LZP, CMS, NRT				11 FOT  = 1 Lead + 1 GS Engineer + 1 DSN Scheduler + ( 4 shifts of 2 Operators) + LMMS Consultants

		H/W Maintenance Services		24,960		4,889		3,523		33,372						no change, itemized cost list not available.

		Science Data Processing		202,300		57,800		28,900		289,000		KPGS, DD				2 FTEs after reengineering

		SSEO Customer Service Support		3,000		3,000		3,000		9,000		CSOC_Mgmt				PSLA still required for DSN and NISN services

		TOTAL		1,647,757		607,644		227,227		2,482,628

		Our Estimated Re-Engineered Operating Costs under IDIQ for Bare-Bones 8x5 (without contingencies)

				POLAR		WIND		GEOTAIL		TOTALS						Steady state budget after transition is complete, assming automation enables 8x5 Ops.

		Code S Sustaining Engineering		157,500		45,000		22,500		225,000		SysAdmin				1.5 FTEs of Sys Admin with a 70/20/10 split

		Flight Dynamics		82,317		160,475		1,064		243,856		FDF				no change

		Flight Operations		808,080		230,880		115,440		1,154,400		MOC, LZP, CMS, NRT				7 FOT = 1 Lead + 1 GS Engineer + 1 DSN Scheduler + (1 shift of 4 Operators) + LMMS Consultants

		H/W Maintenance Services		24,960		4,889		3,523		33,372						no change, itemized list is not available

		Science Data Processing		202,300		57,800		28,900		289,000		KPGS, DD				2 FTEs after reengineering

		SSEO Customer Service Support		3,000		3,000		3,000		9,000		CSOC_Mgmt				PSLA still required for DSN and NISN services

		TOTAL		1,278,157		502,044		174,427		1,954,628

		Our Estimated 6-Month IDIQ Re-Engineering and Transition Costs (without contingencies)

				Hardware		Software		TOTAL

		CMS Port to Windows NT		10,000		140,000		150,000								Needs to be done in 4 calendar months in order to be completed in time to train FOT during downsizing.

		Relocate NRT system to MOC		0		0		0								Cost should be mimimal to zero.

		MOC Automation Group		5,000		100,000		105,000								Use GENSaa/Genie approach to TPOCC automation as was done with GRO, XTE, ACE

		FOT Augmentation for Automation						48,000								Wofford/Pope for 3 months at 1/3 time, did automation for IMAGE.

		Additional RLZP Automation		0		30,000		30,000								Exact work to do is TBD.

		CDHF Reengineering														Reflects changes in requirements.  Automated pipeline puts greater responsibility on data 'consumers'.

		New Hardware Procurement		100,000		0		100,000								New hardware to develop on while CDHF is still operating.

		Sys Admin		0		5,769		5,769								System setup

		ICSS Utility Modifications		0		37,500		37,500								Stub out ORACLE sql calls, and replace with file lookup routines.

		Rewrite of Scripts		0		156,250		156,250								Automation includes rewrite of significant parts of VMS scripts in IDL and/or Perl.

		TOTAL		115,000		469,519		632,519



Richard Burley:
From FY02 CSOC Operating Plan provided by Mahmot on 2001/12/7

Richard Burley:
From FY02 CSOC Operating Plan provided by Mahmot on 2001/12/7

Richard Burley:
From FY02 CSOC Operating Plan provided by Mahmot on 2001/12/7

Richard Burley:
Management Support, PSLA's. etc.

Richard Burley:
10K for hardware, 14 Staff Months at 120K/FTE, based on original proposal presented by John McQueen (ATSC) on 2001/11/16.

Richard Burley:
Relocate existing hardware.

Richard Burley:
Minor networking issues need to be resolved.

Richard Burley:

DecAlpha -w- OpenVMS 7.2
FTP Server Platform
4TeraBytes RAID disk space
C and FORTRAN Compilers
IDL Liscenses
Stackable DVD burner

Richard Burley:
One FTE for 2 weeks at 150K/FTE

Richard Burley:
1 FTE at 150K for 3 months

Richard Burley:
2.5 FTEs at 150K for 5 months

Richard Burley:
Requirement Change 1) No proprietary data, all is public
Requirement Change 2) Replace CDHF UI with simple anonymous FTP site.
Requirement Change 3) PI's pull data, CDHF no longer pushes.
Requirement Change 4) Replace Instrument Specific CD-ROMs with Mission DVDs,
                                                        and provide fewer.
Requirement Change 5) Scientists take greater responsibility in performing QA.
                                                        Data Processing becomes and automated pipeline:
                                                                  Data Arrives, Gets Processed, Gets Posted, done.

Richard Burley:
Management Support, PSLA's. etc.

Richard Burley:
Cannot itemize Sustaining Engineering Costs.  Currently, every mission appears to pay part of the cost to maintain a 'stable' of skilled people.  Hard data about true cost not available.  Under IDIQ contract, work would be performed/charged on an as needed basis.

Contingency of half of what CSOC charges should be sufficient.

Richard Burley:
From Tim Tompsons 2001/10/25 spreadsheet.

Richard Burley:
From 2001/10/23 Mahmot spreadsheet.

Richard Burley:
Detailed data on GEOTAIL FDF costs not available.  I have simply duplicated the CSOC cost.

Richard Burley:
Assumes 70% of cost is carried by POLAR
20 % by WIND, 10% by GEOTAIL

Richard Burley:
11 FOT @ rate of 120K is Honeywell Average plus .2 Mgmt overhead and 12K MPS tax

Plus

3 LMMS Engineers for 600 hours at $80/hour plus 20K consultant retainer fee.

Richard Burley:
Hard data on actual H/W maintainence not available.  These costs appear to be simply divided by a ratio.  For simplicity, I have simply duplicated these costs.

Richard Burley:
Assumes 70/20/10 Cost split between POLAR/WIND/GEOTAIL.

Richard Burley:
Assumes 70/20/10 Cost split between POLAR/WIND/GEOTAIL.

Richard Burley:
Assumes 70/20/10 Cost split between POLAR/WIND/GEOTAIL.

Richard Burley:
2 FTEs at 120K (plus MPS) plus
10K DVD Materials
15K Shipping

Richard Burley:
3K estimate based on FY02 Code S spreadsheet for IMAGE.

Richard Burley:
Management Support, PSLA's. etc.

Richard Burley:
Cannot itemize Sustaining Engineering Costs.  Currently, every mission appears to pay part of the cost to maintain a 'stable' of skilled people.  Hard data about true cost not available.  Under IDIQ contract, work would be performed/charged on an as needed basis.

Contingency of half of what CSOC charges should be sufficient.

Richard Burley:
From Tim Tompsons 2001/10/25 spreadsheet.

Richard Burley:
From 2001/10/23 Mahmot spreadsheet.

Richard Burley:
Detailed data on GEOTAIL FDF costs not available.  I have simply duplicated the CSOC cost.

Richard Burley:
11 FOT @ rate of 120K is Honeywell Average plus .2 Mgmt overhead and 12K MPS tax

Plus

3 LMMS Engineers for 600 hours at $80/hour plus 20K consultant retainer fee.

Richard Burley:
7 FOT @ rate of 120K is Honeywell Average plus .2 Mgmt overhead and 12K MPS tax

Plus

3 LMMS Engineers for 600 hours at $80/hour plus 20K consultant retainer fee.

Richard Burley:
Hard data on actual H/W maintainence not available.  These costs appear to be simply divided by a ratio.  For simplicity, I have simply duplicated these costs.

Richard Burley:
Assumes 70/20/10 Split between POLAR/WIND/GEOTAIL

Richard Burley:
Assumes 70/20/10 Split between POLAR/WIND/GEOTAIL

Richard Burley:
Assumes 70/20/10 Split between POLAR/WIND/GEOTAIL

Richard Burley:
2 FTEs at 120K (plus MPS) plus
10K DVD Materials
15K Shipping

Richard Burley:
3K estimate based on FY02 Code S spreadsheet for IMAGE.

Richard Burley:
Since this proposal is primarily to duplicate the existing system, FOT training can occur on the existing system.

Richard Burley:
Needs to be done for risk management.
Current system is on 'ancient' microvax, and DecNet poses NPG2810 Security issues.

Richard Burley:
No re-engineering, just relocation right beside the PSE.
Co-locate with MOC so FOT can monitor.

Richard Burley:
Will automation what we can in STOL procs, however TPOCC is not as robust,
capable, or reliable as ASIST and so another external process is needed.

Richard Burley:
Approximately 3 staff months for additional error detection and automation.
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